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Problems faced by Large Language Models (LLMs)

Who is the monarch of Great Britain?
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H a I I u C I n a t I O n As of my last knowledge update in September 2021, Queen Elizabeth Il was the monarchof [ d &

M the United Kingdom. However, | do not have access to real-time information, and the status
. o] hf |
p rO e m S W I t a Ct u a of the monarch may have changed since then. | recommend checking the latest news or an
official government website to confirm the current monarch of Great Britain.
knowledge
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k n OWI ed g e u pd a te 1 Scroll down and start chatting

Who is the monarch of Great Britain?

The monarch of Great Britain is Queen Elizabeth II. She has been on the throne since 1952
and is the longest-reigning British monarch in history. She is the head of state of the United

Kingdom, which includes England, Scotland, Wales, and Northern Ireland. The monarch's
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role is largely ceremonial, but they do have some official duties and powers, such as

appointing the prime minister and other officials, and giving Royal Assent to laws passed by
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Parliament.




Solution - Augmenting LLM with knowledge base

Question: who is the monarch

L L M of Great Britain? —> LLM —>» Answer: Queen Elizabeth II

L L M + Ret r i eve r + Question: who is the monarch

of Great Britain? —> LLM —>»  Answer: King Charles Il
Knowledge database
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Your goal is to answer the question below as briefly as possible. Use the up to date
kKnowledge in triple backticks.

Question: Who is the monarch of Great Britain?

The coronation of Charles lll and his wife, Camilla, as king and queen of the United Kingdom
and the other Commonwealth realms, took place on Saturday, 6 May 2023 at Westminster
Abbey. Charles acceded to the throne on 8 September 2022 upon the death of his mother,
Elizabeth Il.

@  The monarch of Great Britain is Charles lll. O & &P



But how do we retrieve information from
knowledge base?




Retrieval Augmented Generation (RAG) model
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Top k passages from most similar embeddings
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Retrieves text passages which embeddings have the highest cosine
similarity with query embedding.



Does not work on domain-specific knowledge

Embeddings produced by BERT are general and not domain-specific.
It can be solved but requires costly fine-tuning. O O
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Can it be done cheaply on limited hardware and still perform well?
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BM25 model
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Retrieves text passages based on statistical word count and Inverse
Document Frequency.



Combining retrievers - powerful ensemble
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Top-k accuracy of retrieved passages with various retrievers. Ensemble takes
top passages from both retrievers and interleaves them (without repetition).



Query augmentation

who is the monarch of Great Britain?

QueStion > LLM —>»  Answer: King Charles llI
ue Question: who is the monarch of Great Britain? i
Query >  Retriever

Augmentation Augmentation: king, queen, UK, Buckingham Palace
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Generative Augmented Retrieval (GAR) - model

————————————————————————————————————————

Query —» Generative Augmentation (BERT + BART)

\/

Retriever (RAG or BM295) » Top k passages

prompt: What plays the crucial role in the Mother to Child Transmission of HIV-1?

\  Generative augmentation: The HIV-1 genome is housed in a unique compartment... !
‘\Target passage: DC-SIGNR plays a crucial role in MTCT of HIV-1... ,’
L

]
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Encoder-Decoder transformer trained on input - questions and output - text
passage. Adds more keywords to the question before being passed to retriever.



GARAGE = GAR + RAG + BM25 + Generator

Term-based
retriever
Natural Language Question
What does BFA block?
;== —— — +t - - - — - - — - — - - — — — — = ~
GAR Fugmenen queny Query Encoder

Answers
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protein transport

Neural retriever Generator

Document Corpus passages
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.. BFA blocks protein transport and has no effect on protein synthesis ...

... BFA inhibits protein synthesis in cultured cells ...

Document
Encoder
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Generator (ChatGPT) prompt

Explain airplane turbulence Compare storytelling techniques

Tell me a fun fact Make up a story

about the Roman Empir about Sharky, a tooth-brushing shark superhero

Your goal is to answer a question as briefly as possible.

Below are five passages (delimited by triple backticks) which might aid you with answering.

If the answer is contained in passages, you should use it, otherwise answer with your knowledge.
Each passage starts in a new line.

Each passage is in the following format:

Name of passage / Content of passage // question you need to answer

<The 5 passages>

Now answer as briefly as possible: ~ ~ “<question>" "~

Special prompt engineering



Results

Metrics: Top-k accuracy for retrieval task. Exact Match and F1 score for answers.

Dataset: COVID-QA - subset of 5000 medical articles from CORD-19 dataset.

Table 1: Top-k accuracy for
document retrieval on

CovidQA.

Our approach outperforms fine-tuned version of RAG (RAG-end2end-QA)

Retriever Top-5 Top-20 Method EM F1
BM25 + RAG 22.83 [32.92 BM25 + BART 5.78113.56
GAR (RAG) 833 [11.05 GAR (RAG) 1.87|5.59
80%(BM25+RAG) +(24.48 35.98 40%BM25 + 60%RAG +(2.21|18.74
20%GAR(BM25) ChatGPT

BM?25 22.83 [29.86 ChatGPT zero-shot 0.74(12.32
RAG 10.48 15.64 RAG 1.8716.17
RAG-end2end-QA  19.85 26.91 RAG-end2end-QA 8.0818.38

Table 2: Exact Match and F1 score
with top 5 retrieved passages (except
ChatGPT zero-shot).

using 1IXNVIDIA A4000 16GB GPU vs 6xNVIDIA V100 32GB GPUs.




Hallucination mitigation

Without passages, ChatGPT often
hallucinates answers, but with provided
passages, it generates answers based on
them 97% of the time.

If the answer is not in the passages,
ChatGPT avoids responding in one-third
of the cases.

Providing passages shifts ChatGPT from
guessing to answering based on
sources, addressing safety concerns
about hallucinations.
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Summary and business use cases

By combining classical and neural retrieval approaches in domain-specific
question answering we can outperform fine-tuned models with a significantly

smaller compute budget.

Thanks to this approach popular LLMs can hallucinate less, be more specific in
domain question answering, and give users more control of the model’s

knowledge base and answer verification.
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