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Regression model for tabular data

Numerical and categorical data

Univariate and multivariate targets

Non-Gaussian, non-parametric distributions

Probabilistic and deterministic predictions

Here comes the TreeFlow!

TreeFlow: Going Beyond Tree-based 
Parametric Probabilistic Regression

Method

Tree-based Feature Extractor - extract the vector of binary features

from the structure of the tree-based ensemble model.

Shallow Feature Extractor - a shallow neural network; maps high-

dimensional binary vectors to low-dimensional feature space.

Conditional Continuous Normalizing Flow - takes previous vector as

a conditioning factor; models complex probability distribution.

Fact #1: Tree-based ensembles excel in classification and regression

with mixed-type variable tabular data, e.g., CatBoost.

Fact #2: Current approaches use Gaussian or parametric distributions

for uncertainty modeling, e.g., CatBoost, NGBoost, PGBM.

Fact #3: Existing methods struggle to handle multi-modal distributions  

and do not support high-dimensional probabilistic predictions. 
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