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2 Bayesian Optimisation e
The forester package is an AutoML tool in R that wraps up all machine learning processes A,
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Simple doesn’'t mean worse!

According to our experiments, the forester package achieves competitive results in much shorter time in comparison to well-known H20 AutoML tool. We have compared
their performance on 8 binary classification, and 7 regression tasks, and the calculations were repeated 3 times for each dataset and framework. The forester outperformed
H20 most of the times, even though the latter package’s training lasted 2 times longer on average.
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Do tree-based models need preprocessing?

Conducted ablation study used the custom preprocessing module in order to determine how various data preparation approaches impact the final performance of the forester
on the datasets mentioned before. The analysis focuses on both sheer performance, as well as time complexity of the pipeline.
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The most important findings consider feature selection (FS) methods. They are the
most expensive part of preprocessing, and their execution times differ significantly
between the methods. The right plot shows us that Mutual Information (M) based
selection method, and BORUTA are relatively fast, whereas Monte Carlo Feature Se-
lection (MCFS), and Variable Importance (VI) are rather slow.
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Feature selection impact on performance
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