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Motivation
As data scientists experienced with AutoML frame-
works we wanted to find answers to questions:
? How component models of ensembles perform
independently?

? How similar to each other are these models?
? What if corresponding weights change?

Complex Accessible Transparent Tool for Learning
Ensemblers In AutoML provides a solution!

Component models analysis

Model evaluation:
▶ Regression metrics:

▶ MSE
▶ MAE
▶ MAPE

▶ Classification metrics:
▶ Accuracy
▶ Recall
▶ Precision
▶ F1 score

XAI method plots:
▶ Partial Dependence
▶ Feature Importance plots

Other methods:
▶ Prediction correlation

matrix
▶ Prediction compare

matrix

Compatimetrics
 Compatimetrics are novel indicators of models
compatibility and similarity.

 They are based on simple heuristics and evaluation
metrics.

 Compatimetrics can be a powerful tool in ensemble
analysis and assist in everyday ML tasks to uncover
the potential of different models.

▶ Regression:
▶ Mean Squared Difference, Root Mean Squared Difference
▶ Strong Disagreement Ratio, Agreement Ratio

▶ Classification:
▶ Uniformity, Incompatibilty
▶ Positive Disagreement Ratio, Negative Disagreement Ratio
▶ Correctness Counter, Average Collective Score
▶ Conjunctive Accuracy, Precision and Recall

Weight analysis

cattleia enables the analysis of weights in an ensemble model. Users can
easily adjust the weights in individual models using intuitive sliders and
dynamically observe how the task-specific metrics change.
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Conclusion
 The cattleia tool is intuitive and easy to use, as is the process of creating
AutoML models.

 It provides valuable insights into forecasting performance, decision-making
process and impact of various factors on model performance.

 Its transparent visualisations make it easy for machine learning beginners
and experienced data scientists to discover new relationships between models.
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