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We investigate Continual Representation Learning, the

problem of training a feature extractor on a sequence

of disjoint datasets.

A number of studies show that unsupervised ap-

proaches outperform supervised approaches in this

task [3, 2].

We find it counter-intuitive and reckon that additional

information, such as human annotations, should not

deteriorate the quality of representations.

Recent works identify that a multi-layer perceptron

(MLP) projector is a crucial component responsible for

superior transferability of SSL models [6, 1] and it can

also improve the transferability of supervised mod-

els [5, 4].

Encouraged by the advancements in improving the

transferability of supervised models, we revisit super-

vision for continual representation learning. We are

the first to show that supervised models can continu-

ally learn representations of higher quality than self-

supervised models when trained with a simple MLP

head.

Background

Imagine that you trained an image encoder, e.g.

DINO [1], on a certain dataset. After some timeyou gath-

ered much more data and youwould like to improve your

image encoder using the new data. You would like to

improve your model whenever you gather a significant

amount of new data, potentially an infinite number of

times. The question is how to do it efficiently, ideally

without accessing the old data which may be no longer

accessible, e.g. due to the privacy reasons. This prob-

lem of training a backbone model on a sequence of dis-

joint datasets (tasks) is known as Continual Representa-

tion Learning.

Method

We train the models on a sequence of two disjoint

tasks.

After the sequential training we evaluate the models

separately on each task.

Supervised learning (SL) results in representations that

performwell on the second task but poorly on the first

task.

Representations trained with self-supervised learning

(SSL) have higher first-task performance but they un-

derperform on the second task.

We show that adding a simple MLP projector to super-

vised learning (SL+MLP) yield representations that are

superior on the first task and on par with SL on the

second task.

Finetuning results

SL+MLP achieves strong performance after the ini-

tial task compared to SL which indicates that it pro-

duces representations that are transferable to the un-

seen tasks.

SL+MLP is the only method that is able to accumulate

knowledge learned on a sequence of tasks.

Results with continual learning strategies

Method CL strategy C10/5 C100/5 C100/20 IN100/5

Supervised Continual Learning

SL Finetune 56.9±1.4 38.5±0.4 17.2±0.3 35.3±1.3
LwF 62.2±1.1 57.4±0.2 45.2±1.2 60.5±0.3
PFR 68.5±1.5 57.7±0.4 44.4±1.3 58.7±0.2

SL+MLP Finetune 65.9±0.7 61.9±0.5 47.1±0.7 62.4±0.4
LwF 72.6±3.4 58.7±0.2 51.9±0.1 60.4±0.2
PFR 76.3±1.0 63.6±0.2 54.5±0.2 65.2±0.1

t-ReX Finetune 69.3±1.1 59.2±0.6 50.8±0.1 59.2±0.6
LwF 74.5±0.7 58.3±0.4 50.4±0.1 58.6±1.0
PFR 75.9±1.2 60.9±0.5 53.4±0.3 63.9±0.6

SupCon Finetune 60.4±0.6 49.4±0.3 30.0±0.7 57.6±0.6
CaSSLe 75.1±0.4 61.1±0.2 49.2±1.2 70.4±0.6

PFR 78.1±1.0 57.0±0.2 51.2±0.8 68.0±0.7

Unsupervised Continual Learning

BarlowTwins Finetune 76.2±1.2 54.1±0.3 40.0±0.8 57.0±0.4
CaSSLe 80.9±0.2 58.6±0.6 49.3±0.1 64.9±0.1

PFR 78.8±0.6 57.2±0.2 46.0±0.7 61.1±0.2

SimCLR Finetune 72.4±1.3 48.9±0.4 33.4±0.5 54.7±0.4
CaSSLe 80.6±0.5 55.9±0.5 48.2±0.4 59.3±0.5
PFR 79.2±0.7 53.8±0.3 49.4±0.1 57.7±0.2

All the supervised methods equipped with the projec-

tor significantly outperform simple SL.

The positive effects of the MLP projector and CL strat-

egy compound.

The best models are those (1) trained in a supervised

way (2) with the use of the MLP projector and (3) cou-

pledwith CL strategy based on temporal learnable pro-

jection, namely CaSSLe or PFR.

Forgetting

Training SL SSL SL+MLP

sequence AccC10 ↑ FC10 ↓ AccC10 ↑ FC10 ↓ AccC10 ↑ FC10 ↓

C10 92.6 - 88.8 - 93.3 -

C100 74.9 - 80.8 - 84.5 -

C10−→C100 76.1 16.6 79.1 9.7 88.8 4.5

SVHN 21.8 - 58.6 - 56.3 -

C10−→SVHN 22.6 70.1 54.9 33.8 62.7 30.6

We observe high representation forgetting for SL, sig-

nificantly lower for SSL, and the lowest for SL equipped

with MLP projector.

We can see that only SL+MLP is able to retain a signif-

icant part of pretraining features.

Spectral Analysis

Representations learned with SL+MLP (right) exhibit de-

sirable properties from the continual learning point of

view:

they consist of a more diverse set of features (contrary

to SL, left)

they improve feature diversitywhen learning new tasks

consistently across all the presented settings

Stability of representations

Take-Away Points

Supervised learning can significantly outperform

self-supervised learning in continual representation

learning.

The key is training a supervised model with a simple

MLP projector discarded after the training, following

the common practice from SSL.

We shed some light on the reasons for improved

performance when using MLP with SL: better

transferability, lower forgetting, and higher diversity

of learnt features.
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