Equiping Isolation Forest with

multi-modal similarity projection

improves outlier detection

Why reference pair selection strategy is

RSIF: Random Similarity Isolation Forest
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Reference pair Projected point

RSIF creates random splits in the projection
space of each feature. Objects, which are
separated with just few splits are treated as

outliers.

DISCUSSION

® RSIF is highly flexible and can work both

as IF (Isolation Forest) and SF when

proper projections are selected.
® Distance based outlier detection methods
can work exceptionally well after finding

optimal distance functions.

Future work:
® Find a way to select as little and as good samples
for distance calculation as possible

Outliers can exhibit themselves in

different ways. Different nature of outlier,
different measure needed.

® Being unsupervised, most outlier

. detection methods heavily depend on the
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data representation quality.
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