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MOTIVATION

Multimodal data - objects are described by 

many feature types (graph, numerical, set)

Detecting outliers in multimodal data 

requires either omitting some data, creating 

separate models, or simplifying the data

RESULTS

LOF (Local Outlier Factor), SF (Similarity

Forest) and RSIF results were obtained by 

finding optimal distance functions.

DISCUSSION

RSIF is highly flexible and can work both 

as IF (Isolation Forest) and SF when 

proper projections are selected.

Distance based outlier detection methods 

can work exceptionally well after finding 

optimal distance functions.

Outliers can exhibit themselves in 

different ways. Different nature of outlier, 

different measure needed.

Being unsupervised, most outlier

detection methods heavily depend on the 

data representation quality.

APPROACH

By utilizing distance based projections, we 

can handle features of arbitrary data types 

while retaining each feature's characteristic

RSIF creates random splits in the projection 

space of each feature. Objects, which are 

separated with just few splits are treated as 

outliers.
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simplification

Dist(        ,       ) – Dist(          ,       ) = feature

Why reference pair selection strategy is 

important?

Why distance selection is important?

Future work: 
Finding best distances in unsupervised fashion. 
Currently it is done via nested Cross Validation.
Exploration of more distance functions

How to overcome costly distance calculations?

Future work: 
Find a way to select as little and as good samples 
for distance calculation as possible

Future work: 
Evaluation of other strategies. Currently only 
furthest points within currently considered node 
was checked.
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