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What AI developers need to 
know about AI governance
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Governance is one of top 3 challenges for AI adoption

• Examples:
• Trivago fined $45M (model promoted booking site offers instead of best rates)
• Dutch tax authorities fined €2.75M (biased fraud detection model)
• Deliveroo fined €2.5M (blackbox model for rider management)

• Some AI developers lack proper legal support

• Others lack basic legal training

• Landscape evolving over past year
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Health warning

• Educational purpose:
• not legal advice,
• not company stance.

• No clear-cut answers. It depends on your:
• case,
• jurisdiction,
• risk appetite.

• Find a legal partner to help you decide. 
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Licences
Software, models, data
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If it’s free to download, it’s not always free to use
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First click on Terms of Use & search for commercial
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If it’s open-source, it doesn’t mean commercial use is free
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License agreement breaches are real

•Most businesses audited at least once per year by a vendor

• Additionally: whistleblowers, competitors, public disclosures, code leaks, etc.

• Breaches are rarely high-profile, but costly:
• outstanding license fees,
• audit cost,
• retroactive payments,
• penalties.
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But it’s for non-commercial research purposes, and I do R&D.
Can I build a prototype for client & present it at a conference?

• No clear definition of commercial use 

• Consider context & purpose

• Rule of thumb: monetary compensation  
or commercial advantage

• Applies to academic research, e.g.
if partially supported by private funding 
(even w/o intention to monetise findings)
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The model/data is commercially licensed

Before you commit, what else do you need to do apart from implementing it?

• Derivatives: do you want to be able to modify it?

• Sharealike: are you okay with disclosing your work under the same licence?

• IP protection: do you want to be able to patent your work? (e.g. Apache vs MIT)

• Other use cases, e.g. standalone model hosting may be not allowed (e.g. Falcon)
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Choose wisely when open-sourcing your own work

• Use one of many decision trees
• If you aim to support open science,

use a commercial licence, possibly 
attribution + copyleft (e.g. GNU GPL)
• Note: different licences for data, 

e.g. CDLA-Sharing-1.0
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Copyright
Model input / output
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Can I use copyrighted data to train a model?
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• Some countries (e.g. Japan, South Korea, Israel) 
allow a copyright exception for text & data mining (TDM)

• EU: somewhat allows TDM under 2019 Copyright Directive:
1. for the purpose of scientific research by institutions,
2. by any entity for any purpose, but allows rightsholders to opt-out.

• Caveats: lawful access, proving opt-out, etc.

• No Polish implementation yet

Training on copyrighted data depends on jurisdiction
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• USA: fair use interpretation of Copyright Act

• 2015: Google wins vs Authors Guild. 
Using copyrighted books to create a 
searchable database is transformative

• Currently: Big tech using this defence

• Both sides hoping to set a precedent

• Plans to adapt copyright laws to AI age

Training on copyrighted data depends on jurisdiction
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Regardless of who’s liable, big tech indemnifies you
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Can I use a model’s output to train a distilled model?

That depends on T&Cs:

•Most vendors (e.g. OpenAI, Google, Anthropic) explicitly forbid
to use their models’ outputs to develop (competing) models

• Some use permissive licences inspired by Apache 2.0, e.g. Falcon

Bonus points: avoiding double trouble such as Alpaca (Llama 1 tuned on GPT 3.5)
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Evolving approach to web scraping

• Data protection regulators:

• Public data is still subject to privacy laws
• Platforms & customers urged to protect 

data, e.g. captchas, rate limits

• OpenAI sued for stealing private information

• Scraping to be treated as data breach?

• Companies aim to prevent scraping (BBC) 
or monetise API-based data access (Reddit)



19

Model output copyright: uncharted territory?

Images:
• US copyright law applies to humans, not animals/machines
•Midjourney not considered tool that can be used by author
• Sufficient human authorship: retouched images no, book yes
• Copyright Office won lawsuits, but court admitted challenges

Code & text:
• As above, verbatim LLM output could go into public domain
• Copyright only after heavy edits or additions, e.g. dev labels AI 

code snippets, so that the entire application can be copyrighted
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Regulations
Model deployment & operations
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Tidal wave of AI regulations

• China leads on strict regulations, e.g. devs liable for model output 
& training data copyright infringement

• EU: GDPR already addresses algorithmic transparency, profiling consent 
& safeguards, data minimisation

• EU: AI Act in final consultation 

• US & UK to follow (Brussels effect)

• Spain sets up 1st AI agency in EU

• Brazil looking to lead in S. America

• etc…
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EU AI Act proposes a risk-based safety framework

Pre/post-market requirements 
for high-risk system providers: 
• training data governance,
• technical documentation,
• risk management,

• human oversight,

• accidents reported to authorities.

Significant model finetuning 
can make you the provider.

Open-source models
more likely to meet obligations?

Image: Lilian Edwards (Ada Lovelace Institute)
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Other things we won’t cover today

• Other risks, e.g. international data transfers, esp. from EU to US

• Other solutions, e.g. regulatory sandboxes (e.g. US autonomous vehicles)

• Proposals for international interoperability (e.g. UN PNAI)



Let’s continue the discussion online & in Poznań

meetup.com/pearson-ai-tech

http://www.meetup.com/pearson-ai-tech

