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What is the problem?

Large Language Models (LLMs) are capable of generating synthetic
data but struggle to produce data that is coherent, diverse, and
authentic.

There exists a challenging trade-o� between data �delity
(resemblance to real data), diversity (covering real data distribution),
and authenticity (novelty).

Existing methods fail to e�ciently guide the generation process to
balance these attributes! trade-o�

Question
How can we reshape probabilistic token selection at inference time to
achieve better synthetic data generation?
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Diversity-authenticity trade-o�

An example from scienti�c hypothesis generation. Need to be both
creative(=diverse) andcorrect (=authentic).
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An empirical example
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Guidance

Classi�er-free guidance, originally from di�usion models [2, 1], has
recently been ported over to autoregressive language models [6]!
upweights importance of theprompt

Contrastive decodingsubtracts log-probabilities of \amateur" model
from \expert" model ! upweightsexpert characteristics of better
model [4]

Coherence boostingsubtracts logits of partial context window from
full context window! upweights importance ofearly context [5]

Context-aware decodinguses model with and without context!
upweights importance of in-contextdomain knowledge [7]
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Classi�er-free guidance

(a) Increasing the guidance weight
 .

(b) Using CFG to upweight the importance of the
system prompt (think ChatGPT).
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